B e m e oS

P
- .o

- e W e

e e

T
N e




TODO: Install Arduino IDE and test your ESP32 hoard. We will start use the board on Wed.

Instruction: https://smartlab.cs.umd.edu/CMSC730/assets/file/Arduino_ESP32_Instruction.pdf



‘Novel’ Interaction on Mobile Devices
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We have talked about multi-touch screen

What other components does a smartphone have
that can be used for interaction?

And how?

1 min brainstorming
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Single user interaction
Multi-user interaction
Sensing beyond interaction
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GripSense: Usin
on Commodity Mobile Phones

Built-In Sensors to Detect Hand Posture and Pressure

GripSense: Using Built-In Sensors to Detect Hand Posture
and Pressure on Commodity Mobile Phones
Mayank Goel', Jacob O. Wobbrock®, Shwetak N. Patel'

'Computer Science & Engineering
DUB Group
University of Washington
Seattle, WA 98195 USA
{mayank, shwetak] @cs.washington edu

ABSTRACT

We introduce GripSense, a system that leverages mobile
device touchscreens and their built-in inertial sensors and
vibration motor to infer hand postures including one- or
two-handed interaction, use of thumb or index finger, or
use on a table. GripSense also senses the amount of pre
sure a user exerts on the touchsereen despite a lack of direct
pressure sensors by observing diminished gyroscope read-
ings when the vibration motor is “pulsed.” In a controlled
study with 10 participants, GripSense accurately differenti-
ated device usage on a table vs. in hand with 99.7% accura-
cy, when in hand, it inferred hand postures with 84.3%
accuracy. In addition, GripSense distinguished three levels
of pressure with 95 1% accuracy. A usability analysis af
GripSense was conducted in three custom applications and
showed that pressure input and hand-posture sensing can be
useful in a number of scenarios.

ACM Classification: H52 [Information interfaces and
presentation]: User Interfaces—graphical user interfaces

General terms: Design, Human Factors, Experimentation

Touch: ituational ; mobile:

inertial sensors; gyroscope; hand posture; posture

INTRODUCTION

ypical computer user is no longer confined to a desk in a
relatively consistent and comfortable environment. The
world’s typical computer user is now holding a mobile de-
vice smaller than his or her hand, is perhaps outdoors, per-
haps in motion, and perhaps carrying more things than just
a mabile device. A host of assumptions about a u:
ronment and capabilities that were tenable in comfortable
desktop environments no longer applies to mobile users.
This dynamic state of a user’s environment can lead to sit-
uational impairments [28], which pose a significant chal-

s envi-

*The Information School
DUB Group
University of Washington
Seattle, WA 98195 USA
wobbrock(@uw.edu

Figure 1. (left) It s difficult for a user to perform interactions
like pinch-fo-zoom with one hand. (right) GripSense senses
users hand posture and infers pressure exerted on the screen
to facilitate new interactions like zoom-in and zoom-out.

devices do not have much awareness of our environments

or how those environments affect users” abilities [33]

One of the most significant contextual factors affecting
mobile device use may be a user’s hand posture with which
he or she manipulates a mobile device. Research has shown
that hand postures including grip, one or two hands, hand
pose, the number of fingers used, and so on significantly
affect performance and usage of mobile devices [34]. For
example, the pointing performance of index fingers is sig-
nificantly better than thumbs, as is pointing performance
when using two hands versus one hand. Similarly, the per-
formance of a user’s dominant hand is better than that of
his or her non-dominant hand. Research has found distinet
touch pattems for different hand postures while typing on
on-screen keyboards [1]. And yet our devices, for the most

UIST 2012
Goel et.al. from UW




GripSense: Using Built-In Sensors to Detect Hand Posture and Pressure
on Commodity Mobile Phones

Problem definition; Detect a user’s hand postures and touch pressure

Solution: touch info + IMU and IMU + vibration motor



GripSense: Using Built-In Sensors to Detect Hand Posture and Pressure
on Commodity Mobile Phones

Problem definition: hand postures
Solution: touch info + IMU

Shape of swipe arc
Direction of the arc indicates different hands

Shape and position of thumb
Thumb touch size is larger on far side

Rotation of the devices

the phone rotates in response to touches
at the top of the screen more than it does
to touches at the bottom of the screen




GripSense: Using Built-In Sensors to Detect Hand Posture and Pressure
on Commodity Mobile Phones

Problem definition: hand postures
Solution: touch info + IMU
Shape of swipe arc (a) left hand and operated with
Direction of the arc indicates different hands left thumb

(b) right hand and operated

Shape and position of thumb with right thumb

Thumb touch size is larger on far side o
(c) in either hand and operated

with the index finger

Rotation of the devices (d) on a flat surface
the phone rotates in response to touches _
at the top of the screen more than it does (e) being only grasped by the

to touches at the bottom of the screen user and not operated.




GripSense: Using Built-In Sensors to Detect Hand Posture and Pressure
on Commodity Mobile Phones

HaneRPosttye Detection




GripSense: Using Built-In Sensors to Detect Hand Posture and Pressure
on Commodity Mobile Phones

Problem definition: hand postures
Solution: touch info + IMU



GripSense: Using Built-In Sensors to Detect Hand Posture and Pressure
on Commodity Mobile Phones

Problem definition: touch pressure
Solution: IMU + vibration motor
Key idea: 1) Trigger the built-in vibration motor when a user touches the screen

2) The user’s hand absorbs a portion of these vibrations. (dumping effect)
3) Detect the vibration changes with the gyro

note that this is way before the 3D touch available on iPhone



GripSense: Using Built-In Sensors to Detect Hand Posture and Pressure
on Commodity Mobile Phones

Problem definition: touch pressure

Solution: IMU + vibration motor

Key idea: | . | | Gyroscope Signal | = . —
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GripSense: Using Built-In Sensors to Detect Hand Posture and Pressure
on Commodity Mobile Phones

Problem definition: touch pressure
Solution: IMU + vibration motor
Key idea: | it T
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GripSense: Using Built-In Sensors to Detect Hand Posture and Pressure
on Commodity Mobile Phones

Pressure Detection




GripSense: Using Built-In Sensors to Detect Hand Posture and Pressure
on Commodity Mobile Phones

Applications:




GripSense: Using Built-In Sensors to Detect Hand Posture and Pressure
on Commodity Mobile Phones

What makes this work
interesting?

Extract extra information
(postures + pressure)
based on built-in sensor

Enrich interaction vocabulary







TapSense: Enhancing Finger Interaction on Touch Surfaces
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Julia Schwarz

TapSense: Enhancing Finger Interaction on Touch Surfaces

Scott E. Hudson

Human-Computer Interaction Institute and Heinz College Center for the Future of Work

Camegie Mellon University.

5000 Forbes Avenue, Pittsburgh PA 15213

{chris.harrison. julia.schwarz, scott.hudson} @cs.cmu.cdu

ABSTRACT

We present TapSense, an enhancement to touch interaction
that allows conventional surfaces to identify the type of
object being used for input. This is achieved by segmenting
and classifying sounds resulting from an object’s impact.
For example, the diverse anatomy of a human finger allows
different parts to be recognized — including the tip, pad, nail
and knuckle — without having to instrument the user. This
opens several new and powerful interaction oppertunities
for touch input, especially in mobile devices, where input is
extremely constrained. Our system can also identify differ-
ent sets of passive tools. We conclude with a comprehen-
stve mvestigation of classification accuracy and traming
implications. Results show our proof-of-concept system
can support sets with four input types at around 95% accu-
racy. Small, but nseful input sets of two (e.g., pen and fin-
ger discrimination) can operate in excess of 9% accuracy

ACM Classification: H.5.2 [Information interfaces and
presentation]: User Interfaces - Graphical user interfaces:
Input devices and strategies

General terms: Human Factors

Key : Acoustic classification, tabletop g
interactive surfaces, tangibles, tools, pens, stylus, finger
multi-user, touchscreen, collaborative, input.

INTRODUCTION

Computers are increasingly featuring direct touch interfac-
es, found in forms as diverse as kiosks and interactive tab-
letops. to tablet computers and handheld mobile devices. At

and nail (Figure 1 and 2). The latter is especially valuable
on mobile devices, where input bandwidth is limited due to
small screens and “fat fingers” [16]. For example, a knuck-
le tap could serve as a “right click™ for mobile device touch
interaction. effectively doubling input bandwidth. Right-
click-like functionality is currently achieved on touch sur-
faces with fairly unintuitive and un-scalable chording of
fingers and tap-and-hold interactions. Finally. our approach
requires no electronics or sensors to be placed on the user.

RELATED APPROACHES

Many technologies exist that have the ability to digitize
different types of input. There are two main touch sensing
approaches: active and passive.

The key downside of active approaches is that an explicit
object must be used (e.g.. a special pen), which is imple-
mented with electronics (and batteries if not tethered). For
example, pens augmented with mfrared light emitters on
their fips can be used on the commercially available Mi-
crosoft Surface [15]. There have also been efforts to move
beyond pens, including, e g, infrared light-emitting brush-
es for painting applications [27]. Current systems generally
do not attempt to discriminate among different pens (just
perhaps pen from finger input). Variably-modulated infra-
red light enables identification. but requires specialized
hardware. Additionally, ultrasonics can be used for input
localization [19]. and can provide pen ID as well. Capaci-
tive coupling in [6.7] allows users or objects to be localized
and identified. though this requires grounding plates or a
physical connection to function

UIST 2012

Harrison et.al. from CMU



TapSense: Enhancing Finger Interaction on Touch Surfaces

Problem definition:

Observation:

Solution:

Detect a user’s interaction with the touchscreen with
different part of the finger
Tip Nail Knuckle Pad

MIDDLE PHALANX PROXIMAL

DIP JOINT

NAIL EXTENSOR TENDON
DISTAL PHALANX |

TENDON PP JOINT
FLEXOR DIGITORUM MP JOINT
FINGER ANATOMY SUPERFICIALIS TENDON Joint-pain-expert.net

using acoustic features

- different materials produce different acoustic signatures
and have different resonant frequencies



TapSense: Enhancing Finger Interaction on Touch Surfaces

Acoustic sensing: Sensing vibration —> Microphone; IMU, etc

For prototyping?

Stethoscope

b < iPod Touch

Benefit?
fast and less noise

Moble Device Prototype



TapSense: Enhancing Finger Interaction on Touch Surfaces

Acoustic sensing: Sensing vibration —> Microphone; Accelerometer, etc

1000Hz

§Tip ® Knucke £ Nail

Features (amplitude + abs amplitude + FFT...) -> SVM




TapSense: Enhancing Finger Interaction on Touch Surfaces

Enhance interaction:




TapSense: Enhancing Finger Interaction on Touch Surfaces

Passive instruments
Beyond fingers:




TapSense: Enhancing Finger Interaction on Touch Surfaces

What makes this work
interesting?

A general approach for
enhancing interactions
by identifying different
parts of a finger.

Product vs Research




TapSense: Enhancing Finger Interaction on Touch Surfaces

Qeexo.com — spin off from CMU






Air+Touch: Interweaving Touch & In-Air Gestures

Air+Touc

Weaving Touch and In-

Interaction On

d Above

Touch & Gesture

UIST'14, October 5-8, 2014, Honolulu, HI, USA

Air+Touch: Interweaving Touch & In-Air Gestures

Xiang ‘Anthony’ Chen, Julia Schwarz, Chris Harrison, Jennifer Mankoff, Scott E. Hudson

Human-Computer Interaction Institute, Carn
{xiangche. julia.schwarz. chris.harrison. jmankoff. scott.hudson}

ABSTRACT

We present Air+Touch. a new class of interactions that in-
terweave touch events with in-air gestures, offering a um-
fied input modality with expressiveness greater than each
input modality alone. We demonstrate how am and fouch
are highly complementary: touch is used to designate tar-
gets and segment in-air gestures, while in-air gestures add
expressivity to touch events. For example, a user can draw a
circle in the air and tap to trigger a context menu, do a fin-
ger 'high jump' between two touches to select a region of
text, or drag and in-air ‘pigtail’ fo copy fext to the clip-
board. Through an observational study, we devised a basic
taxonomy of Air+Touch interactions, based on whether the
in-air component occurs before. between or after touches
To illustrate the potential of our approach. we built four
applications that showcase seven exemplar Air+Touch in-
teractions we created

ACM Classification

H5.2 [Information interfaces and presentation]: User Inter-
faces - Input devices and sirategies, Graphical user interfaces.
Keywords

Touch input: free space gestures; interaction techniques
input sensing; around device interaction

INTRODUCTION

A generation of mobile devices has relied on touch as the
primary input medality. However, poking with a fingertip
lacks immediate expressivity. In order to support richer
actions, fouch must be overloaded in time (e.g.. long press).
space (e.g.. drawing an °s” to silence the phone) or configu-
ration (two-finger tap is “alt click”). These approaches suf-
fer from one or more of the following issues: scalability of
gesture set. time consuming to perform. “Midas™ touch. and
significant finger occlusion on small screens. Thus. there is

ic Mellon University
@es.cmuedu

e.g., [7. 17]). These interactions are attractive as they can
utilize a space many times larger than a device’s physical
boundaries, allowing for more comfortable and potentially
richer interactions. However. in-air gestures are typically
treated as a separate input modality. rather than integrated
with existing touch-based techniques. Further, in-air ges-
tures suffer from the challenge of segmentation: little litera-
ture has discussed how to systematically separate intention-
al gestures from accidental finger movements.

A
S

S
Botwoen touch Atter touch:

‘high jump’ betweon  Tap-&-circle for c
[aps 1o select lext tinuously zoomrmi

—

Before touch
circle-8-1ap tG trigger
right-glick menu

Figure 1. We propose that touch and in-air gestures be inter-
woven to create fluid and expressive interactions.

In this paper, we reconsider touch and in-air gestures be-
yond their individual domains. We propose a synthesis of
these two input modalities, achieving interaction richness
and robustness that neither can provide alone. Indeed. we
found in-air and touch inputs to be highly complementary:
touch 1s used to designate targets and segment in-air ges-
tures, while in-air gestures add expressivity and modality to
touch events. This Air+Touch modality outlines a class of
interactions that enable fluid use of a device’s screen and
the space above it.

To explore this possibility. we start with a focus on the sce-
nario of single-finger interaction. where a person uses his or
her thumb or index finger to gesture in the air and also
tanch the coreen Throneh an ahesrvational cmdv we deo

UIST 2014

Chen et.al. from CMU



Air+Touch: Interweaving Touch & In-Air Gestures

Problem definition: Design in-air gestures for mobile interaction

Solution? What if we don’t have built-in sensors to sense above
screen gestures?

-Using existing tools to simulate the technology in the future
/“"’*\




Air+Touch: Interweaving Touch & In-Air Gestures

Problem definition: Design in-air gestures for mobile interaction

Solution:
Depth camera

Bachk-plgne
chassis
< —

Smart phone i




Air+Touch: Interweaving Touch & In-Air Gestures

Interaction Design:  Where to start to design in-air gestures?

User study/observation ;)

Participants: 12 (5 female, 7 male, ages 24-36)

Task: to perform a set of common tasks on a smartphone
(e.g., compose a text message, navigate on a map).

Data analysis: Video coding
-> Distill a set of features that could translate into
gestural input, while avoiding collisions



Air+Touch: Interweaving Touch & In-Air Gestures

Interaction Design:  Where to start to design in-air gestures?

Some of the insights:

Touch event can serve to delimit in-air gestures

Few of the finger motions observed contains elliptical
/rectangular/sharp angle paths



Air+Touch: Interweaving Touch & In-Air Gestures

Interaction Design:  Where to start to design in-air gestures?

Some of the insights:

Touch event can serve to delimit in-air gestures
In-air gestures: before, between, after touches

g _ @ ; & " Few of the finger motions observed contains elliptical

l P l L 7 | /rectangular/sharp angle paths

S e - = e Circular/zigzag paths can be used as in-air gestures
Air Touch Alir Touch Air

—_— —_— —_—



Air+Touch: Interweaving Touch & In-Air Gestures

Interaction Design:  Proof-of-concept gesture vocabulary

Circular/zigzag paths can be used as in-air gestures

In-air gestures:
before, between, after touches

!:I-Hm LLL]

/_"7 /_@}7 /_/ *

1-r1rrn-n1-rrrr-1rrlﬂ'rrll1'rrlf
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Air+Touch: Interweaving Touch & In-Air Gestures

Examples — Before touch

Circle in air and tap

High-up and tap for mode switching

Figure 7. In our map app, raising the finger ‘high-up’ (a, c)
before touch down switches between pan/zoom modes (b, d).



Air+Touch: Interweaving Touch & In-Air Gestures

Finger ‘high jump’ between touches to
select text

Drawing an ‘L between touches for
marquee-selection (sub-region of picture)

Figure 9. In the drawing app, a rectangular selection can be
made by performing a tap (a), followed by drawing an in-air
‘L’ gesture (b.c), and finally closed by another tap (d).



Air+Touch: Interweaving Touch & In-Air Gestures

Examples — Air After Touch ) g :

Figure 11. In our map app, a tap (a) followed by a *circle’ high
Drawing a ‘pigtail’ after touch above the screen (b) allows one to continuously zoom at the

for free-form selection map by cycling the finger (c,d.e).

Cycling in-air after touch to
Z00m on a map

Hovering after touch to change
scroll speed

Figure 12. In our reader app, one can use the finger’s hover
height to control the auto-scrolling speed.



Air+Touch: Interweaving Touch & In-Air Gestures

_ ' Weaving Touch and In-Air Gestures into Fluid
IS this the end of the work? AII’+TOUC Interaction On and Above a Mobile Device

What would be the next step?
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Enough technologies -> here is a fun project



THAW: Hybrid Interactions with Phones on Computer Screens

Making Connections

TEI 2015, January 1519, 2015, Stanford, CA, USA

THAW: Tangible Interaction with See-Through
Augmentation for Smartphones on Computer Screens

Sang-won Leigh  Philipp Schoessler

Felix Heibeck

Pattie Maes Hiroshi Ishii

{sangwon, phil_s, heibeck, pattie, ishii } @mediamit.edu
MIT Media Lab, 75 Amherst Street, Cambridge, MA, United States

Figure 1: A smartphone sereen can be used as a user interface intervening into the display space of a computer screen.

ABSTRACT
The huge influx of mobile display devices is transforming
puting into multi-device interaction, d a fluid
mechanism for using multiple devices in synergy. In this
paper, we present a novel interaction system that allows a
collocated large display and a small handheld device to
work together. The smartphone acts as a physical interface
for near-surface interactions on a computer screen. Our
system enables accurate position tracking of a smartphone
placed an or over any screen by displaying a 2D color
pattern that is captured using the smartphone’s back-facing
camera. As a result, the smartphone can directly interact
with data displayed on the host computer, with precisely
aligned visual feedback from both devices. The possible
interactions are described and classified in a framework,
which we exemplify on the hasis of several implemented
applications. Finally, we present a technical evaluation and
describe how our system is unique compared to other
existing near-surface interaction systems. The proposed
technique can be implemented on existing devices without
the need for additional hardware, promising immediate
integration into existing systems.

Author Keywords
Multi-device Interaction; Tangible Magic Lens;

ACM Classification Keywords
H 5.2 User Interfaces- Input devices and strategies (g,
mouse, touchscreen)

General Terms
Human Factors, Design;

INTRODUCTION

A growing number of people own a smartphone in addition
to their computer. The collocated interaction with those
devices poses the question of how to seamlessly connect the
different display spaces and their afforded interactions.
Some existing systems mediate users’ actions across
multiple devices, however, their use scenarios are mostly
focused on using a secondary device as mere a remote
controller or a viewport [2, 3, 6]

To challenge this limitation, our research focuses on the
spatial fusion of the two display devices through near-
surface interaction. This allows to best leverage both
device’s affordances to create a fluid experience: The
physical body of the phone affords tangible manipulation,
while the screens on both devices can display virtual
graphics that augment or interact with each other. If the
interaction between the devices happens in close proximity,
the phone’s physicality and the graphics on each device in
ination with our strong visual- skills bridges the
gap between spatial reality and the digital as shown in prior
research in the fields of Augmented Reality (AR) [10] and
Tangible User Interfaces (TUI) [14]. The two domains are
not mutually exclusive, having slightly different focuses an
visual augmentation and tangible interaction respectively.

TEI 2015

Leigh et.al. from MIT



Optional readings

CHI 2019 Paper

CHI 2019, May 4-9, 2019, Glasgow, Scotland, UK

EarTouch: Facilitating Smartphone Use for Visually
Impaired People in Mobile and Public Scenarios

Ruolin Wang'?, Chun Yu'?*', Xing-Dong Yang®, Weijie He', Yuanchun Shi

123

IDepartment of Computer Science and Technology, Tsinghua University, Beijing, China
?Key Laboratory of Pervasive Computing, Ministry of Education, China
3Global Innovation eXchange Institute, Tsinghua University, Beijing, China
‘Deparlmem of Computer Science, Dartmouth College, Hanover, New Hampshire, United States

{wrl16, hwj15}

ABSTRACT

Interacting with a smartphone using touch input and speech
output is challenging for visually impaired people in mobile
and public scenarios, where only one hand may be available
for input (e.g., while holding a cane) and using the loud-
speaker for speech output is constrained by environmental
noise, privacy, and social concerns. To address these issues,
we propose EarTouch, a one-handed interaction technique
that allows the users to interact with a smartphone using
the ear to perform gestures on the touchscreen. Users hold
the phone to their ears and listen to speech output from
the ear speaker privately. We report how the technique was
designed, implemented, and evaluated through a series of
studies. Results show that EarTouch is easy, efficient, fun
and socially acceptable to use.

CCS CONCEPTS

+ Human-centered computing — Accessibility technolo-
gies; Participatory design;

KEYWORDS

Accessibility; Vision Impairment; Smartphone; One-handed
Interaction; EarTouch; Capacitive Sensing

ACM Reference Format:

Ruolin Wang, Chun Yu, Xing-Dong Yang, Weijie He, Yuanchun Shi.
2019. EarTouch: Facilitating Smartphone Use for Visually Impaired
People in Mobile and Public Scenarios. In CHI Conference on Human

1 denotes the corresponding author.

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are not
made or distributed for profit or commercial advantage and that copies bear
this notice and the full citation on the first page. Copyrights for components
of this work owned by others than ACM must be honored. Abstracting with
credit is permitted. To copy otherwise, or republish, to post on servers or to
redistribute to lists, requires prior specific permission and/or a fee. Request
permissions from permissions@acm.org.
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Figure 1: (a) FingerTouch vs. (b) EarTouch. The Shadow indi-
cates the range of sound propagation of speech output.

1 INTRODUCTION

Smartphones have become an important part of the life for
Blind and Visually Impaired (BVI) persons, who rely on
screen readers (e.g., VoiceOver [31] and Talkback [41]) to
interact with the phone. However, interacting with a smart-
phone using touch and speech output has significant limita-
tions for BVI users in mobile and public scenarios as input
often requires both hands, with one hand holding the phone
and the other interacting with the screen. This can be frus-
trating while in transit, especially when one hand is occupied,
such as holding a cane. Additionally, using the smartphone
speaker for output is constrained by environmental noise,
privacy and social concerns in public settings. BVI users
have to hold the smartphone close to the ear, which enables
auditory comprehension at the expense of input comfort and
convenience (Figure 1.a).

In this paper, we propose EarTouch, a one-handed inter-
action technique that allows BVI persons to interact with
a smartphone using the ear to tap or draw gestures on the

touchscreen. Since the smartphone is held against the g
user can hear the speech output played via the ear s e
privately (Figure 1.b). This technique is unique bec i

supports touch and auditory reception in one natural pos-
ture, facilitating one-handed use and addressing privacy and

Wang et.al.

Page 1

Vision

UIST’13, October 8-11, 2013, St. Andrews, UK

Surround-See: Enabling Peripheral Vision on
Smartphones during Active Use

Xing-Dong Yang?, Khalad Hasan', Neil Bruce', Pourang Irani'

1University of Manitoba
Winnipeg, MB, Canada, R3T 2N2
{khalad, bruce, irani}(@cs.umanitoba.ca

ABSTRACT

Mobile devices are endowed with significant sensing
capabilities. However, their ability to ‘see’ their
surroundings, during active use, is limited. We present
Surround-See, a self-contained smartphone equipped with
an omni-directional camera that enables peripheral vision
around the device to augment daily mobile tasks. Surround-
See provides mobile devices with a field-of-view collinear
to the device screen. This capability facilitates novel mobile
tasks such as, pointing at objects in the environment to
interact with content, operating the mobile device at a
physical distance and allowing the device to detect user
activity, even when the user is not holding it. We describe
Surround-See’s architecture, and demonstrate applications
that exploit peripheral ‘seeing’ capabilities during active
use of a mobile device. Users confirm the value of
embedding peripheral vision capabilities on mobile devices
and offer insights for novel usage methods.

Author Keywords

Peripheral mobile vision, mobile ‘seeing’, mobile surround
vision.

ACM Classification Keywords

H5.2 [Information interfaces and presentation]: User
Interfaces. - Graphical user interfaces.

INTRODUCTION

Smartphones are equipped with powerful sensors, such as
accelerometers, GPS and cameras that facilitate a variety of
daily tasks. On commercial and research platforms, such
sensors have been utilized in numerous contexts such as for
distinguishing user activity [26], for sensing on, behind and
around a mobile device [5, 41], for context awareness [46]
and for interactive document exploration [13]. The
integration of an ever expanding suite of embedded sensors
is a key driver in making mobile devices smarter [26].
However, current capabilities are mostly focused on
sensing. We distinguish ‘sensing” from ‘seeing’ in that the
latter facilitates some higher level of recognition or
interpretation of objects, people and places in the mobile
Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
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device’s surroundings. What new applications might be
possible if mobile devices had advanced seeing abilities?

We explore the above theme of empowering mobile devices
with enhanced peripheral vision capabilities. Our prototype,
Surround-See, consists of a smartphone fitted with an
omnidirectional lens that gives the device peripheral vision,
of its surroundings (Figure 1). During active use, Surround-
See effectively extends the smartphone’s limited field-of-
sight provided by its front- and back-facing cameras. With
an ability to ‘see” the rich context of the region around the
device, smartphones can trigger environment specific
reminders and can respond to peripheral interactions, such
as pointing at a smart-appliance for efficient access to its
control panel on the mobile device

Figure 1 - (a) Surround-See enables peripheral ‘sight’ on
smartphones by means of an omni-directional mirror attached
to the mobile device's front facing camera. (b) Surround-See
image shows the corresponding scene. (¢) The unwrapped
image can be used for recognizing the device’s peripheral
environment (after removing the user’s body — shaded in red)

The scenario below captures some of the rich applications
Surround-See enables. John, a professional is often using
his mobile device. In the moming, he reads the news on
Surround-See while his car engine warms-up. Recognizing
this, Surround-See triggers a reminder on the danger of
eyes-busy mobile use and driving. Later, as he settles into
his office while checking email on Surround-See, he points
at the speakers in the office, which Surround-See
recognizes and provides a control panel to increase the
speakers’ volume. Laura, a colleague enters his office and
asks about his weekend. John picks up his smartphone to
show Laura pictures on the phone which Surround-See
reorients as the device is positioned closer tg L g
Laura asks John for directions to the resta
draws using a stylus and his finger to eras|
are recognized as distinct by Surround-Sel”
doing some work he decides to step out for only a few
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